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Abstract 3D Equivariant Embeddings (details) Relative Pose Estimation
. . . o . . ] : . : : : Eet at L No di . . soatial
Learning 2D-image embeddings that are equivariant to 3D object rotations. Cross-domain 3D equivariant image embeddings are obtained with e Estimate relative pose by maximizing e No direct pose regression (e.g. spatia
e Our embeddings e fully convolutional encoder-decoder inspired by DCGAN (Radford et al, ICLR'16) correlation of spherical embeddings: transformers), no pose supervision
K-1 . .
o enable 3D geometric reasoning from 2D inputs e decoder uses equirectangular projection, spherical padding arg max G(R) = Z / F(y)k (@) - Fu2)(RTD)dp e Canalso be applied to image-mesh
: : : : : ReSO(3) —0 Y/ PES? alignment
o generalize to multiple tasks, including pose estimation and novel view synthesis e Huber loss with weights to handle equirectangular distortions = J
e Advantages of our approach: e skip connections such as in Hourglass (Newell et al, ECCV'16) are avoided for being harmful
o reduced sample complexity (by avoiding training on pairs) when crossing domains
o no task-specific supervision (e.g. no regression or supervision of pose) e supervising Spherical CNN (Esteves et al, ECCV'18) is trained only once for classification on enc dec .
o training only requires a categorized collection of unaligned 3D meshes. ModelNet40; we show the obtained embeddings generalize to multiple tasks and datasets. -
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Conventional Approaches &)
Relative pose estimation
encl dect L
e Need ground truth pose

e Pose regression (tricky)

e Train on pairs of inputs J Novel View SyntheSiS

o high sample complexity

e We train another network to invert the embeddings with a loss to reconstruct the input

Results on ShapeNet shown by rotating one input into another based on estimated relative pose.
o architecture similar to a flipped embedding network, with L, loss
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e Low sample complexity: training with a single image, not pairs ﬁ “,f- v \9\_ )m ' . I \& F = * * : ﬁ
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Novel view synthesis

e Pose embedding (tricky)
e Train on input/target pairs ] ¢,
P getp * encf dec : enc2 dec2 | , : : : :
o high sample complexity  Loss ‘ : ~ Experiments on ShapeNet consider same-instance (SI), inter-instance (II), and 2- and 3-DOF
6\ relative pose. Metrics are median error in degrees, and accuracy at 15 and 30 degrees.
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med. a@l5 a@30 | med. a@l15 a@30 | med. a@l15 a@30 | med. a@l5 a@30
3D Equivariant Embeddings

Ours 5.17 85.3 91.9 3.70 92.2 92.5 5.07 90.6 94.1 4.59 93.6 95.2
SI | Regr. 16.9 46.3 68.7 6.55 83.5 93.1 13.7 53.9 78.3 17.3 43.2 69.4
YDOF KpNet 6.95 79.4 91.5 div. div. div. 6.34 84.7 91.8 9.20 713 85.4
. . Ours 6.24 79.0 88.2 4.73 132 73.3 12.1 59.3 74.4 10.8 58.7 109
e No need for pose embedd|ngs (nO MLP) or to choose a poSse representatlon 11 Regr. 20.6 387 637 7.06 82 .4 92.5 16.8 437 720 19.6 378 66.5

KpNet | 9.07 79.4 91.5 div. div. div. | 8.07 79.5 90.2 | 15.1 49.8 71.8

o At test time we embed, rotate, and invert to generate novel views

Ours 664 809 919 | 384 973 988 | 555 891 957 [ 521 904 948
SI | Regr. | 454 126 313 | 983 690 865 | 21.7 313 643 | 222 348 614
. . . . N _ . enc? dec? ADOF KpNet | 149 503 766 | 9.12 704 809 | 108 667 853 | 250 274 573
e Our embeddings are high-dimensional, e Supervision from a pre-trained Spherical CNN ec Ours 727 764 894 | 459 921 933 | 123 595 773 | 966 639 760
. . . o . [T | Regr. | 444 141 321 | 105 665 856 | 256 251 572 | 245 309  58.1
spherical functions (3D rotation equivariant by design) KpNet | 163 460 750 | 107 644 776 | 13.6 554 81.6 | 374 127 398
e Mapping a 2D image (Euclidean space) to e The model produces a 3D equivariant KeypointNet: Suwajanakorn et al, NIPS'18. Regression: Mahendran et al, CVPR-W'17.
the sphere requires a novel architecture and embedding from a single image . . . .
enc' dect enc2 dec2 Real images from ObjectNet3D. Median error: 13.75 deg (ours), 36.52 deg (regression).
robust losses
enc2 dec?2

projection

We can generate any novel view from any given view.

Pre-trained Spherical-CNN

[Cohen et al, ICLR'18, Esteves et al, ECCV' 18]

B M bt wed e N Ny W et et i A N Geometric image embeddings generalize to a variety of tasks including relative pose
" . , estimation and novel view synthesis
—) enct decT | breg | - Our method for 3D equivariant embeddings:
> X X 26 X X X °F X | X ' \ e avoids difficulties of traditional approaches, (e.g. task-specific supervision, pose
N KKK K| H = embeddings, pose regression)
e requires only aligned image-mesh pairs at training (no alignment across meshes)




